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ABSTRACT

In this article we present a new model and method for an-
ticipating attacks against the networked computing infras-
tructures for an organization. The model combines existing
models for cyber-attack representation and attack planning,
with a new approach at anticipating what tools (e.g., ex-
ploits) an unknown attacker may hold. This approach al-
lows us to take statistical samples of exploits an attacker
could hold. Combining attack simulation and attack plan-
ning with a sampling algorithm, we show that we are able
to derive information that can be used to anticipate threats.
As a result, the model allows predictive risk assessments
improving over older reactive models. We further present a
software solution that implements this model by introduc-
ing a sampling algorithm and combining it with software for
simulating attacks and automatically planning them. Fi-
nally, using this tool, we derive a mechanism to compute
a security metric that describes which is the most fragile
computer in the network.

Categories and Subject Descriptors
K.6.5 [Security and Protection]: Invasive software and
Unauthorized access

Keywords
Security testing, risk assessment, metrics, networked com-
puting infrastructure, cyber-crime

1. INTRODUCTION

The networked computing infrastructures for an organiza-
tion hold some of the most important assets that the security-
aware organization is bound to protect. In the past years,
attackers to these networks have professionalized ([4]) and
their tools of trade have diversified ([13],[18], [3]).

No matter what are the security defenses in place for a net-
work, the community agrees that it will have security holes
—eventually. In order to anticipate an attack and put in place
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the correct strategy, the de facto solution is to periodically
perform one form of security assessment that will identify
and prioritize the threats to which the network is exposed.
The assessments will identify open threats and trends that
will be used to manage IT risk of the organization.

There are many forms of Security Testing and Risk As-
sessment that range from methodologies such as vulnera-
bility scanning to penetration testing (cf. [9]), to more for-
mal frameworks such as COBIT ([7]) or FAIR ([8]). These
methodologies result in varying precisions and, in general,
have strengths and deficiencies. There is a deficiency com-
mon to all of them, which is that they are reactive, in the
sense that they identify open threats and help to analyze
their impact. However, threats are not bound to appear in
such an orderly fashion. For example, an attacker could hold
a so-called 0-day exploit (which the assessment team cannot
identify a priori) and this will not be taken into account
in the assessment (cf. [17]). Or, it may be the case that
network users and the assessment process are synchronized
in such a way that the assessment never takes place in the
window of time when certain threats are open.

In this article we introduce a predictive risk-assessment model
and platform for networked computing infrastructure secu-
rity threats that solves the above problem. This platform
allows us to anticipate, and therefore analyze the impact of,
the potential attacks to a network that arise from present
trends in attacker tools (and methods). Within this model,
one can define the specifics describing the security-relevant
details of a network, the tools that the attacker has access to
in order to execute an attack, and the objective that these
attackers may have. Next, the platform allows simulating
the attacks that the attackers may be able to fulfill using
different sets of tools (which are derived from a probability
distribution that models trends) determining which objec-
tives are easier to get and the attack path that leads to
them. The model, thus, has several interesting applications
in that it allows a predictive (e.g., non-reactive) approach
to security assessment.

Moreover, we designed a methodology which combines some
existing and novel tools for importing the specifics of a net-
work into our model, defining what are the assets or attacker
objectives that we are interested in guarding, and having the
tool compute what are the threats that an attacker could ex-
ercise when using these tools. This is combined with a newly
devised and implemented sampling algorithm that describes



the list of tools that may be available to the attacker. Basi-
cally, the method will simulate attacks against a pre-defined
network to check if a pre-defined set of (attacker’s) objec-
tives can be achieved when varying the tools (or actions)
available to the attacker.

An application of this would be to fix a network and objec-
tives, and iterate over the sampling process, deciding at each
case if the sampled attacker can or cannot be successful, and
the steps that he would take in this case. Aggregating this
information allows us to have a better grasp of what are the
threats that this network is exposed to even when we assume
that we cannot guess what tools will the attacker hold, and
also determining the components, which when vulnerable,
lead to the most critical attacks.

For example, let us say that the security officer for a network
infrastructure uses this methodology to test how exposed
is the database that holds the credit card information for
clients. After running a few thousand simulations, he discov-
ers that the computer that is present in most of the attacks
is a server sitting in the DMZ that is hardly patched since it
runs a non-critical service: a custom built FTP server. The
security officer will then realize that he must eliminate this
threat immediately and that it can be easily done.

Finally, we introduce a metric that we derive from the above
example. Namely, the metric assigns a fragility order to each
of the computers in the infrastructure. The fragility order
is computed by counting for each computer in the network
in how many of the simulated attacks, which achieved the
objectives, does it appear. The metric is then computed
by simply ordering these computers from the one that ap-
peared in more attacks to the one that appeared in less of
them. The precision of the metric depends directly on how
well does the sampling algorithm approximate real attack-
ers, (the number of times we iterate and the precision of the
simulation model).

The rest of the paper is structured as follows. Section 2 in-
troduces the model and architecture of the implementation.
The implementation is described in Section 3 and briefly
analyzed in Section 4. Finally, Section 5 discusses future
work.

2. A MODEL FOR RISK ASSESSMENT

The model consists in three components. First, a network
simulator, capable of simulating networks and arbitrary at-
tacks against the simulated networks. Second, an attack
planner that shares the network attack model with the sim-
ulator and which given an objective, finds a list of steps to
reach it when possible. Third, a distribution of probabilities
that describes for different sorts of attackers what are the
tools available to them.

A typical assessment cycle with the described kind of tools
could be then outlined as follows: The first task is to import
the information specifics needed into the simulator, this in-
formation can be collected from the network with automatic
information gathering tools like [5] or through a manual pen-
etration test process. Next, we take a sample of attacker
tools using a pre-defined probability distribution that de-
scribes the tools that a given attacker is likely to hold.

Finally, we proceed to define one or more objectives, which
are actions that the attacker may carry out successfully and
that are supported by the simulator. For each attacker’s tool
sample that we draw, our planner and simulator can answer
whether the objective can be achieved by the attacker. Fur-
ther, we get the “attack path” which includes the systems
compromised during the attack and all the attacker’s ac-
tions.

3. MODEL IMPLEMENTATION

The network simulation can be done through an attack graph
model (see [10] and [16]) or using the probabilistic simula-
tor described in [6]. We choose the latter, which was built
to simulate cyber-attacks against arbitrary target scenarios
taking the attacker’s standpoint, e.g., it allows the user to
simulate an attack step by step, using simulated versions of
the tools that the attacker holds. The scenarios might be
composed by network devices, hardware devices, software
applications, users and other parties. One of the most im-
portant features of this simulator is that it can simulate vul-
nerabilities and exploits, including 0-days, services running
on hosts and even system calls executed in each simulated
machine.

Different options exist while choosing an automated planner
[15]. Some planners work over the attack graph trying to
find the shortest path that leads to an objective in a de-
terministic fashion, other planners like the one used for the
implementation [14] use probabilities in order to bound the
explosion of possible states. We use [14]. The probabilistic
attack planner takes a scenario, a set of exploits and modules
(which are part of the attacker’s arsenal), the probability of
success for each module and an objective. It then calculates
the plan for obtaining the desired objective based on the
provided probabilities.

There is no publicly known tool for anticipating what tools
may an unknown attacker hold. Explicitly, a tool for sam-
pling a random variable that describes the tools (exploits,
information gathering tools, post-exploitation tools) that a
specific attacker holds.

We define a simple sampling algorithm which can be easily
replaced. Assume we have a list of all the software installed
in the network and its versions. We collect the information
about publicly [1, 2] available exploits and count them as
if the attacker had them with some probability. We then
fix a number for the probability of an attacker having a 0-
day exploit for the software versions from the software list.
For each of these, we give a “simulated 0-day exploit” to the
attacker. This information is added to the attack simulator
and attack the planner.

4. ANALYSIS OF THE IMPLEMENTATION

We will now analyze the cost behind each step needed in
order to perform an assessment. We provide experimental
explanations as no formal estimates are available.

Importing the network scenario with automated tools [5] or
building it by hand and defining the attacker’s objectives are
tedious tasks but they only have to be carried once. This is
not in the scope of this work.



The simulator[6], has been tested and we have observed can
handle 2000+ machines running on a single simulation. The
planner[14] was tested with 5000 attacker modules and a few
hundred machines (around 300) and it takes a few seconds
to solve the given objectives.

To count how many samples can be drawn for each fixed
number of 0-day exploits we can use the combinatorial num-
ber of the number of applications and the number of 0-day
exploits (in 2009 there were 4600 vulnerabilities reported
and 7200 in 2008 [2]). Let us assume there are 1000 applica-
tions including different versions in a single company. Let us
assume the attacker has 3 0-day exploits. With this numbers
we have (10300) ~ 10® combinations of applications available
to the attacker, since we want to cover all possible 0-day
vulnerabilities we might be facing. If one planner run takes
3 seconds to finish then covering all possible combinations
would take approximately 15.7 years.

We coped with this limitation by performing Monte Carlo
experiments [12] which allow the instantiation of a big amount
of possibilities for a given parameter with some fixed prob-
ability distributions.

To compute the metric that assigns a fragility order to each
of the computers in the infrastructure we proceed as fol-
lows. First, we do a tally that assigns to each computer in
the network the number of successful attacks it appeared
in during the Monte Carlo simulation. Next we order them
from higher to lower and assigning the metric value 1 to the
highest tally value, the value 2 to the computer in second
place, etc.

4.1 Experimental Results

Since the presented work is part of and on-going research
line we are still working on a fully-fledged prototype of the
solution which includes integrating different planning tech-
nologies with the simulator and defining goals inside the
simulator which can reflect the proposed methodology.

In order to evaluate examples we developed a simulation
which implements the entire cycle with different probabilis-
tic parameters.

First, we build a network with a fixed number of hosts and
applications installed in each host (as described in section
3). Each host can have a different set of applications in-
stalled and the connection between hosts is made through
the installed applications (e.g., host A is connected to host B
through application appl, we denote this connection with A
— B.appl). There are two probability distributions which
are used to randomly draw which connections and applica-
tions are to be added to the scenario. Over this network we
choose a starting point for the attacker and a target machine
which represents his objective.

Second, we proceed by assigning vulnerabilities in a random
fashion. For the experiment shown in Figure 1 we combined
the probability for a given application to have a vulnerability
with the probability of being installed depending on the type
of application that could be a server or a client application.
This means that the probability of being able to connect
from one host to another already includes the probability
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Figure 1: Experiment Scenario

that represents a vulnerability in appl. Thus, the correct
way to illustrate the connectivity would be A 2 B.appl,
meaning “Host A can connect and potentially exploit a
vulnerability in B.app! with probability p”.

After setting up the scenario the experiment continues by
sampling the attacker tools. Two Gaussian distributions
were used. The one that samples the exploitability for a
certain application by a 0-day exploit has y = 0.3 0 = 0.1
and for publicly available exploits . = 0.03 0 = 0.01. These
mean values can be interpreted as follows: “30 of each 100
installed applications can be exploited by a 0-day (if it ex-
ists) and 3 in 100 with a publicly available exploit”. These
values were the ones used for the experiment but can be eas-
ily modified. After defining these values we toss a coin with
probability ppubiic to give the attacker public exploits (e.g.,
Dpubtic = 1 = attacker has all the public exploits ) and with
probability po—day to give him a 0-day exploit.

The experiment proceeds by iterating and sampling attacker
tools as described above. For each iteration we calculate
possible attack paths with the previously set probabilities,
counting for each host, in how many successful attack paths
it appeared. Figure 1 shows the topology used to run the
experiment.

The experiment scenario was defined with some restrictions
in order to make the simulation more realistic. The machine
identified as ATTACKFER can connect to machines in the
internet zone (cloud) and DM Zz and only to server appli-
cations installed on them. A server identified as INETx
or DM Zx can connect to any machine, but only to client
applications (this could represent client-side attacks). The
ADMIN can connect to any application installed on any
machine inside his network (DM Zz or WSz) and only to
server applications of the I N ETx machines. Finally, work-
stations identified as W Sz can connect to server applications
installed on INETx or DM Zx servers, and to any kind of
application (server or client) installed on any machine in its
own segment (WSz and ADMIN).

We run 100000 iterations varying the 0-day probability, which
represents how likely is the attacker to have a 0-day exploit
for a given vulnerability present in a specific application. We
used values inside [0, 1] interval. Figure 2 shows the percent-
age of successful attack paths where each host was compro-
mised as an intermediate step towards the pre-defined goal.
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Figure 2: Simulation results. 100000 iterations. po—day €
[0,1].

In Figure 2 we observe that as the attacker becomes more
likely to hold a 0-day exploit for any vulnerability, the rel-
ative relevance of each machine inside the same network
changes. For example, machine I2 decreases its relevance
compared to DM Z2, DM Z1 and I0. This phenomena is
related to which applications are installed in each host. The
percentage of successful attack paths is represented by the
reference successful in Figure 2. Some reference values have
also been included in Table 1.

Po—day Successful Attacks
0.01 7.61%
0.10 18.26%
0.20 32.37%
0.50 73.59%
0.70 90.27%
0.80 94.87%
0.90 97.66%
1.00 99.11%

Table 1: Successful attacks for 100000 Monte Carlo simula-
tion

S.  CONCLUSIONS AND FUTURE WORK

We have presented three different novel results: a model
for doing predictive risk-assessment, an assessment method
that underlies this model and a software implementation
that allows us to carry out this method, and finally a new
security metric.

The presented work was partially motivated by a research
group formed to work in security metrics and attacker-centric
metrics (cf. [11]). The search is for an estimator that can be
calculated based on attack simulations that take the stand-
point of the attacker.

There is a good space for improving over this metric, and
in general the technologies we describe. The plan is to use
our method and metric to gather information from realistic
scenarios.

In order to simulate accurately attackers, we need to im-
prove over our sampling algorithm and find how to better
model the other tools that attackers use (e.g., how to model
their information gathering tools and the information that
is publicly available).

While most of our work is related to risk assessment, we
understand the need to consider the whole risk manage-
ment process and are interested in using our model and tools
for analyzing risk mitigation strategies (e.g., the impact of
changing the network topology).
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